Sampling
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“Sampling and generalizing are unavoidable prastimcause, even
before being scientific, they are everyday lifenaties deeply rooted in
thought, language, and practice.”

“Sampling is a major problem for any kind of resdar We can't study
every case of whatever we're interested in, noukhae want to. Every
scientific enterprise tries to find out somethihgttwill apply to
everythingof a certain kind by studying few exampleghe results of the
study being, as we say, ‘generalizable’ to all merslof that class of
stuff. We need the sample to persuade peoplevth&now something
about the whole clas$.”

So much of what is interesting about urban analysamd indeed all fields of scholarly
inquiry -- involves the sense of unbounded poggibiihe infinite range of exciting
processes, questions, and narratives. Citiesingitto revel in their rich complexity of
social process and spatial form, their internalnamtions, contradictions and tensions,
and their inter-relations and inter-dependencigh wther cities, regions, and nation-
states.

Nevertheless, there are limits. Urban researchleayspiredby the sense of infinite
possibility, but meaningful knowledge becomes eigir impossible as we approach the
limits imposed by time, resources, and the attergmans of writers and readers, speakers
and listeners. If the urban world is infinitelyraplex, we need simplification,
summarization, and synthesis to make sense ofghihs simply not possible to define
or study “the urban” in its entirety without makiogoices. We can’'t consume it all.
Understanding the most important facets of evemalls or medium-sized city often
presents difficult choices of what to include artlivto exclude; since everything is
related to everything else, any comprehensive wvewld also require an analysis of a
city’'s linkages to other places -- opening up afyaing range of new and difficult
choices. Even if we were to limit ourselves towwld’s largest cities, that would still
put us in the position of trying to cope with thied4cities in the world with populations of
more than one million; we’'d get dizzy even before got acquainted with just a few of
the realities of the Tokyo urban region’s 35.2 ol people, Mexico City's 19.4 million,
or New York’s 18.7 millior?
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Clearly, we need some way to translate infinite plematy and magnitude into human
understanding. Sampling offers us one path otheparalysis of infinite complexity.
Sampling is the identification and selection of a limitegimber of individual phenomena
-- events, people, places, etc. -- chosen to rept@smuch larger (and sometimes nearly
infinite) class of phenomena. Since the univefdaformation and possibilities is much
too vast for us to grasp or comprehend in all itstilaceted complexity, we must choose
a small number of facets to measure for a manageaivhber of representative elements.
Sampling is not simply a matter of choosing sonmgthor “illustration,” and the plural

of anecdote is not “datd."There are clear principles that govern how sasst®uld be
identified, and every decision taken in the sangpphase of a study will have important
implications for the results and interpretatio®&ampling is a craft, art, and science all
rolled into one -- a set of methods and technigireped by philosophies of knowledge
that give us guidance on how to acquire meaninigfakmation about the world.

Across the natural and social sciences, the mostmmn type of sample is referred to as
asimple random sample a subset that is selected purely at randorm &population

in which each member has a knowable, equal, anezemnprobability of being included
in the sample. If these conditions are met, thercan use a wide range of tools of
inference -- to observe the characteristics ostraple and to make reliable inferences
about the characteristics of the entire populatibhese tools are extremely powerful,
and they are used frequently in nearly all domainsontemporary social, economic, and
political life.

Unfortunately, these conditions are often extrendfiiycult and costly to satisfy. The
‘simple random sample’ that is simple in theorydiaes extremely difficult in practice,
and thus most textbook discussions quickly dive thick, technical discussions.
Technical complexity isn't really necessary, howev/e’ll consider a few technical
issues later, but we begin with a rather straightéod distinction of the two main
approaches to samplingtrategic or non-probability sampling involves subjective
decisions about which things we choose to obsamdestudy; strategic sampling is
usually quite qualitative, and it is often assamihivith case study research (although the
two are not exactly the same thing). Strategicpeng is highly individualized: when a
researcher uses this approach to choose whatdy casely, everything about the
researcher’s experience, background, expertisefaanidiarity with the object of study
comes into play.Probability sampling, by contrast, privileges objectivity and
replication. Epistemologically, of course, we knthat objectivity is unattainable; but
probability sampling procedures attempt to miningaejectivity, so that two different
researchers, following the same steps, shouldrobtaiilar results. Probability sampling
is usually quite quantitative, and the most famitechnique is the ‘simple random
sample.’

* “When a man fell into his anecdotage is was a fighim to retire from the world.” Benjamin Disa
(1870),Lothair, Chapter 28; quoted in Una McGovern, ed. (2008gbster’'s New World Dictionary of
Quotations Hoboken, NJ: Wiley Publishing, Inc., quote fron277.



Strategic Sampling

In a delightful book titledricks of the Tradethe sociologist Howard Becker includes a
valuable chapter on sampling. Becker begins bygrissg the standard social-science
reverence for the random sample (a probability eagm we’ll discuss below) and its
utility in allowing us to estimate how well the péthe sample we’ve identified)
represents the whole (the entire population) withgiven margin of error. But Becker is
quick to emphasize that there are other importadtiateresting questions. “The relation
of a variable’s value in the sample to its valuéhm population is a problem, but it isn’t
the only sampling problem.>.”"Many times, we have no choice but to make sefiae o
particularcase studythe best we can, or we have to devise creativgliagrstrategies to
answer other kinds of questions. There are seesgshples.

1. The machine trick. Suppose we “want to know what kind of an orgatan could

be the whole of the thing we have studied is a’pdftve’re studying a prominent
institution, event, or place, it may be less impattto try to generalize to an entire
“population” than to understand “the way the paftsome complicated whole reveal its
overall design.... Archaeologists and paleontslisgnave this problem to solve when
they uncover the remnants of a now-vanished saci€hgy find some bones, but not a
whole skeleton; they find some cooking equipmeant,not the whole kitchen; they find
some garbage, but not the stuff of which the gagbaghe remains. They know that they
are lucky to have found the little they have, beeathe world is not organized to make
life easy for archaeologists. So they don’t conmpébout having lousy data. Instead,
they work on getting from this thigh bone to theoléhorganism, from this pot to the way
of life in which it played its small role as a tagflliving. It's the problem of the Machine
Trick, of inferring the organization of a machimerh a few parts we have found
somewhere®

2. The variance trick. In the simple random sample, most of the thimgshoose for
study will tend towards the ‘middle’ on most measur This tendency becomes stronger
as we include more things in our sample, and ghame of the most potent features of
simple random sampling. But this is precisely wdsat obscure the full range of
variation in something. There is thus a rich tiiadiin social research of sampling on the
extremes -- trying to choose cases across theeegatige of possibilities on a particular
variable.

3. The trick of finding what doesn't fit.” As Becker notes, Thomas Kuhn’s work
offered a compelling argument that “Science carly omke progress when scientists
agree on what a problem and its solution look {ikehen, that is, they use
conventionalized categories.” Without those cotiegral categories, everyone will be
studying phenomena that cannot be compared, “amdritt add up to anything. This is
the situation Kuhn describes as having plenty @fgists, but no sciencé.”
Unfortunately, conventional categories place camsts on the processes and
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relationships that can possibly be observed, makialljto easy for investigators to miss
things that are unusual, or that don't fit the ded categories. One kind of strategic
sampling, then, involves a deliberate search fenes places, institutions, or situations
that stretch the bounds of possibility and defyvational categories. The trick...is to
identify the case that is likely to upset your kirig and look for it’®

There are several other approaches in strategieprabability sampling, which is also
sometimes called “purposive” samplin@onvenience samplingnvolves various kinds

of institutional or social situations where thera’saptive (or easily-persuaded) audience;
students in introductory psychology classes, comsamsigning up for loyalty or discount
cards, and radio station listeners calling in @ging on to the Internet to take ‘web

polls’ are some examples of convenience samplemeNf these are representative of
the general populationrSnowball samplinginvolves recruiting a small number of

willing participants, and then persuading themetfer others who may be willing to be
interviewed; if you can get the snowball to rolldothe hill with good momentum,

you’ll get a sufficient sample size. The samplé mot be representative, but the
snowball method can be a good way to gain the afusbtential participants -- very
important if certain types of sensitive questioresta be askedQuota samplingis an
approach that is rarely used in scholarly resednchis widespread in commercial

market research. A population is divided into @as categories, and then individuals are
recruited to ensure a specified number for eachgrihe individuals within each
category are not chosen following the rules of andelection and probability, however
(see ‘stratified’ sampling below), making it impdds to generalize from the sample to
the population. But it's quick and cheap.

Once you've identified one or more cases with trstsgegic sampling approaches, then
what? Becker recommends, paradoxically, that vee tity to forget what sampling is all
about, and try to include everything. This appéepecially when we’re including a very
small number in our sample -- perhaps just a siogée study. “When | teach field
research, | always insist that students begin tieservations and interviews by writing
down ‘everything.” That is, | claim that | don’tant them to sample but rather to report
the universe of ‘relevant’ occurrences. This galieteads to a good deal of foot
dragging by them and nagging by nfeBecker’s students object, quite reasonably, that
it is impossible to capture everything; and heiespljust as reasonably, that it is possible
to record quite a bit more than most casual obsewél. Becker advises recording as
much as possible, in as detached a manner as lgossiin a minimum of interpretation
or inference. Becker describes the approachassively detailed descriptionand he
identifies two landmark examples that set the stethe- the French novelist Georges
Perec’s entire day spent describing everythingalmea Mabillon Junction on May 19,
1978 for a radio station, and the 1941 bbaekUs Now Praise Famous Men: Three
Tenant Familiesby James Agee and Walker Evans, who include@&s®than forty-five
pages describing every detail of one Alabama shapper family’s shack. Becker
advocates, at least for the data-collection ph&asesearch, a careful attempt to record a
pure, unvarnished description -- with no explanaior interpretations. But when it
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comes time to analyze the ‘raw’ information, maokdars find much value irtHick
description.” This is “a term coined by the philosopher GilbRyle and introduced into
social science by Clifford Geertz, referring toreigraphic descriptions of informants’
actions and their interpretations of their owna@usi placed within a specific cultural
context. Thick description is contrasted withrtliescription’ based on the tenets of
behavioralism or on survey research...where alddtdescription of the informants’

meaning system and broader social context is matys considered necessary. *..”

The limits to strategic sampling

Strategic sampling is powerful and inherently iagting, but it also entails significant
limits. Most crucially, strategic sampling can reakdifficult or impossible to
generalize One of the most pervasive mistakes in researti present a rich,
interesting case study that was selected on the bapersonal, idiosyncratic knowledge
and expertise (or simply the convenience of locatipaccess), and then to draw
sweeping generalizations and conclusions aboutribeder class of phenomena. If
you’ve chosen to study a particular city, neighloadh, or urban event because of
strategic, subjective circumstances, then you gpvéne opportunity to draw general
inferences aboudther cities, neighborhoods, or urban events -- unigssourse, you can
show that these different phenomena share relevamnacteristics.

There is some disagreement on whether strategadifapive sampling approaches allow
generalization. We can identify at least five idist positions:*

1. Don't generalize.The first position holds that generalization is isguided
goal. “The interpretivist rejects generalizatiaaagoal and never aims to draw
randomly selected samples of human experiencethEdnterpretivist every
instance of social interaction, if thickly descidbeto use the anthropologist
Clifford Geertz's phrase, “represents a slice fritwn life world that is the proper
subject matter for interpretative inquir}?”

2. Generalize only the “emblematic” casé second position argues “that the
purpose of case studies is not so much to proderergl conclusions as to
describe and analyze the principal features opttnomenon studied. If these
features concern an emblematic case of politicaliag or economic importance
... the ‘“intrinsic case study’ wipler seproduce results of indubitable intrinsic
relevance, even though they cannot be generalizaddordance with the canons
of scientific induction.*®

10 James Duncan (2000). “Thick Description.” In.Rghnston, Derek Gregory, Geraldine Pratt, and
Michael Watts, edsThe Dictionary of Human Geographyourth Edition. Oxford: Blackwell, p. 827.
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3. Generalize by connecting ‘intensive’ and ‘extee@sreasoning. A third
position “starts from the distinction between exiga vs. intensive studies. The
aim of the former ... is to identify statisticalignificant and therefore
generalizable causal relations; the aim of thedastto reconstruct in detail the
mechanisms that connect cause and efféctThis means that strategic,
gualitative case studies of particular mechanisamsand should be generalized
by comparing the results to the findings of ‘exteasstudies done by other
researchers.

4. Generalize ideas, not specific casésfourth approach is based on the
recognition that case studies and other strategiping approaches can never
yield samples that are “perfectly” representatiarmentire population or
universe. Over time, however, the cumulative ghoaftknowledge makes it
possible to generalize key ideas and conceptsse“study after case study, in the
course of time in a particular sector of reseatiodre accumulates a repertoire or
inventory of the possible forms that a particulbjest of study may assumé>”

5. Generalize through induction, not deductiofhis involves an approach
described as “analytic induction.” “The purposenélytical induction is to
uncover causal relations through identificationthef essential characteristics of
the phenomenon studied. To this end, the metlastbstith not a hypothesis but
with a limited set of cases from which an initiap&anatory hypothesis is then
derived.” Other cases are then studied, and &fitlitial hypothesis fails to be
confirmed, it is revised. Additional cases of Hane class of phenomena are
then selected. If the hypothesis is not confirmogdhese further cases, the
conceptual definition of the phenomenon is revis€de process continues until
the h){gothesis Is no longer refuted and furthedystalls the researcher nothing
new.”

Probability Sampling

The second main approach in sampling is rooteddnories of probability and inference
that allow us to generalize from the charactesstita sample to the characteristics of a
larger population. The most powerful systematmgiang approach is the simple
random sample, in which each element in the unevkes a knowable, equal, and non-
zero chance of being included in the sample. Ghgassimple random sample requires
sufficient information about the entire populatmnuniverse of possibilities -- a
comprehensive “sampling frame” or inventory ofra#mbers -- to ensure that each has
an equal, positive chance of being selected. Mamypling frames do not meet the
conditions required for simple random samples; oandlialed telephone calls, for
example, miss everyone without telephones. Th@irtapce of obtaining simple random
samples for so many social, political, and admiatste functions -- so that the sample

4 Gobo, “Re-Conceptualizing,” p. 197.
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characteristics can be generalized and inferrédet@ntire population -- justifies
enormous public expenditures by nation-states nolect periodic censuses.

Simple random sample

Suppose we’'re interested in measuring the socakbckeristics of a town of 10,000
people, and we only have enough time and monaytéoview 450 people. The
probability of inclusion in the sample is thus

450
10,000

, or about 1in 22.

This is the sampling fraction, and it is typicadlypressed as
n

N

wheren is the sample size, amdis the population size. For a simple random sampl
choosing which people to interview involves sevstaps.

a. Define the population; in our case, this ise¢h@ire population of 10,000
residents of our city.

b. Select a comprehensive sampling frame -- aenitory of all persons who
meet the criteria for inclusion; this requires anwate and complete list of all
10,000 residents.

c. Decide upon a sample sire,

d. List all members of the population, assigniagrea unique number between 1
and N.

e. Use atable of random numbers, or a compubtgram that generates random
numbers, to select different numbers within the range between 1 andesdch
member of the population corresponding to a chosedom number would be
selected for an interview.

Systematic sampling

The steps above can be quite tedious (and theypestieularly annoying before the
development of certain types of computer algorithn@ne common shortcut is the
systematic sample, which replaces the random-nustbprwith something else. If we
had a comprehensive alphabetical listing of alD@G;ity residents, and if we counted
down every 22 lines to choose another name, wedaaltiain the same sample size as
the simple random sampling approach. In this agpgrphowever, not every member has
an equal chance of being included in the sampidividuals whose names happen to be
in certain places on the list have no chance afgh@icluded in the sample. Moreover,



the decision of where to start counting on the &stl the idiosyncrasies of names
rendered in a particular language with a particalphabet, will affect the probabilities of
inclusion in the sample. These idiosyncratic festoay not be entirely predictable, but
they also do not meet the requirements of purelaam) chance variation.

Stratified random sampling

In many cases, we wish to ensure that a samplsuffisient representation of different
categories or subdivisions of the entire populatidfrour study of the city with 10,000
residents focused on issues of housing, for instame might wish to ensure that we
have the right proportion of owneasd_renterén the sample. One way to do this is to
divide the population into strata, and then sede@ndom or systematic sample within
each strata.

Stratification can be designed in two different way

Proportionate stratified samplessure that the proportion of the population
sampled is the same for each category. This appr@asures that the resulting
sample will be distributed in the same way as theutation in terms of the
stratifying criterion. If you use a simple randomsystematic sampling
approach, yomayend up with a distribution like that of the stfiall sample, but
it is unlikely. Two points are relevant here. sEiryou can conduct stratified
sampling sensibly only when it is relatively easydentify and allocate units to
strata. If it is not possible or it would be velifficult to do so, stratified
sampling will not be feasible. Second, you canmsee than one stratifying
criterion.”™’

Disproportionate stratified samplapply a different sampling fraction to the
different strata. This approach is essential wiesources are limited, and we
wish to compare some variable between two stratizate very unequal in their
prevalence. By “over-sampling” the small strate,ensure that there is a
sufficient sample size to yield reliable estimatesompare with the sample
drawn from the larger strata. If we wish to obtatal estimates for the entire
population, we will have to ‘weight’ the strataadjust for over- and under-
sampling.

Cluster sampling and multi-stage cluster sampling

While the purpose of probability sampling is towmesa pure, random selection of things
to observe and measure, we know that the worldpe@ally the social world -- is not
completely chaotic and random. Our city of 10,0€€ldents is not just a chaotic
assemblage of 10,000 people scattered acrossuadiess plain. People are organized in
households, neighborhoods, schools, community gr,cempployers, and many other
institutions. Multi-stage cluster sampling recags this organization, and takes

7 Alan Bryman (2008).Social Research MethadBhird Edition. Don Mills, ON: Oxford University
Press, p. 173.



advantage of it. In some cases, clusters are oHmsEause they make it easy to collect
large sample sizes in vast, far-flung regions onglex environments. In other cases, the
clusters are defined by logic or policy: if yoardet population is currently-enrolled
students who attend class in elementary schooing&ance, then it would be logical to
choose a set of elementary schools, and then fgensimple or systematic random
sample of students within each cluster. In thglmge of sampling methodology, the
school is the “primary sampling unit,” the firsage of selection, and then the students
within each school are “population units.”

Cluster samplingnvolves using a random selection procedure t@sagrimary
sampling units (clusters), and then including evegmber of the population within each
cluster. _Multi-stage cluster samplifigvolves random selection both to identify the
clusters, and to identify a sample of the poputatiathin each cluster.

The Rules of Inference

If a sample has been chosen through random samplkigods, this makes it possible to
use certain principles to infer from the charasters of the sample to the characteristics
of the population. The simplest of these prin@gdbegins with the standard normal
distribution

For centuries, it was understood that repeated umeaents of various phenomena --
human heights and weights, the sizes of varioustgla@tc. -- tended to reveal a
remarkably similar pattern. When measures werttqulas histograms, the results
resembled a smooth, bell-shaped curve, with mostebbservations clustering around
the mean or the average, and proportionately snetilres of observations farther away
from the mean in both directions. “It is remarl@hbw many times we end up with this
same bell-shaped curve, irrespective of which wéegiave are studying... As the curve is
produced so often it is called the normal distitout The interesting and very useful
feature of this curve is that it is actually qusimple to express mathematically and can
be calculated using only the mean and standarctieni”® Not all phenomena conform
to the normal distribution, but many dose many, in fact, that it eventually became
possible to work out the precise details and propdions of various parts of the bell
curve, if we expressed all observations in terms gtandard deviations from the

mean -- z-scores.

18 Perry R. Hinton (1995)Statistics ExplainedNew York: Routledge, p. 27.
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Figure 2. The standard normal distribution. Source: Figure 8.9 from John E. Freund
(1973). Modern Elementary Statistickourth Edition. Englewood Cliffs, NJ: Prentice-
Hall, p. 200.

Clearly, the vast majority of observations in thenslard normal distribution are clustered
around the mean -- within one or two standard devia above or below the mean. Few
observations are to be found farther away frormtbean. Specifically, in the idealized,
perfect normal distribution, only 2.5 percent of tibservations will be more than 1.96
standard deviations above the mean, and only 2cepeof the observations will be

more than 1.96 standard deviations below the m&arm.another way, 95 percent of all of
the observations are in the range of -1z8® +1.96z. (You can find these cut-offs and
many others in the ‘standard normal distributi@bles in the appendix of almost any
statistics text.)

Not all phenomena will ‘conform’ to the standardmal distribution. Some things are
‘skewed’ one way or another, with the ‘tails’ oetdistribution extending farther out to
the right, or to the left. In many cases, if aiahle is not normally distributed, it is
possible to use a transformation (if applied cdesidy to all observations) to bring it
closer to the normal curve shape. But here’s wlaticial for sampling theorythe one
phenomenon that is always normally distributed ishe variation that results from
random sampling error. In other words, if we conduct a small survey of tawn of
10,000 people, and then we do another survey,famel continued to do many, many
surveys, each one will yield a slightly differeesult on whatever variable we're
measuring (age, income, etc.). If we were to daavistogram of the different results
from all these repeated surveys, we would obtaiaranal bell curve. This is called the
sampling distribution Just as the entire population has its own 8istion, with a mean
and a standard deviation, the sampling distribulias its own mean, and its own
standard distribution -- which is called tstandard error of the sample meaos
sometimes thetandard error of the meanThe standard error of the mean is the average
deviation of any sample mean from the “true” popatamean.

Since the sampling distribution conforms to thex@éad normal curve, probability theory
offers several crucial principles for drawing irdaces. Three issues are most important.
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1. First, even if our variable of interest is domes conform to a perfect normal
distribution, the sampling distribution will tendwards a normal distribution. In other
words, if we’'re measuring something that is higkkewed’ and non-normal, when we

try to find its mean with repeated random samgles distribution of sample means
around the ‘true’ mean will be normal. This is wmoas thecentral limit theorem.

Figure 3 illustrates the central limit theorem &series of 60 random samples measuring
discharge from the River Clyde.

100 200 300 400 500

Discharge (cumecs)

FIGURE 6.1 Summary distribution of daily discharge data for the River Clyde. The superimposed
(shaded) area shows the nature of the sampling distributions of means for n= 60

Figure 3. An lllustration of the Central Limit The orem. Source: Figure 6.1, from
Dennis Wheeler, Gareth Shaw, and Stewart Barr (20Btistical Techniques in
Geographical AnalysjsThird Edition. London: Routledge, p. 118.

2. The central limit theorem applies only to ‘largamples. With repeated random
samples, the sampling distribution comes closer ‘feerfect’ normal distribution. How
large is ‘large?’ There is some variation in th@sensus of statisticians on this point --
perhaps it has its own sampling distribution! -t the range is between 30 and 60
observations. As the sample size increases, stiebdition becomes closer to a perfect
normal curve, and the standard deviation becomed#lesra- such that the curve
“tightens” around the “true” population mean. Sfiegally, the standard error of the
mean decreases in proportion to the square rabeafumber of observations:

Oy =——

* n

In words, the standard error of the mean is equtid ‘true’ standard deviation of the
population, divided by the square root of the nunddesample observations.

3. These principles make it possible to answerddriee most common questions in

social research. You need to do a quick survéwntbout an important piece of
information: how large must your sample size be?
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This question requires good judgment, and invo&vesmber of considerations. The
short, simple answer: for a non-parametric comnuy table like we discussed last
week, you need at least 25 or 30 observationsyramd if any of the cells of your table
will have fewer than 5 members; to satisfy the @nimit theorem, an absolute, bare
minimum is 30. A minimum of 60 is preferable. Heasing sample size beyond 60 will
reduce the standard error of the mean, increabmgrecision of the analysis. Above
about 150, the improvements to the standard eeginlto diminish considerably.

Now the more complicated answer: if you want t@suge just one thing, or to create a
very simple contingency table, then these simpteréa should suffice. But if you wish
to do any comparisons amongst different subgroups$,you wish to measure the
relations among multiple characteristics, then darazes must be larger.

Why it Matters

If this all seems rather dry, boring, and technitstls consider the importance of
carefully designing a multi-stage cluster analydisthe years after the U.S. invaded Iraq
in March, 2003, intense protests and political dedarupted over the question of how
many civilians were killed -- above and beyond the#o died during the initial wave of
combat. Many of these deaths were caused byvearil while countless others died
because the invasion had destabilized or destrsigadficant parts of the nation’s
infrastructure. It was all too easy to ignore thado did not count precisely because
they were not counted, and so for many years, iatgj\public officials, and many others
fought over alternative estimates of civilian deatlt one point, U.S. Army General
Tommy Franks famously declared at a press conferéiée don’'t do body counts,”
apparently forgetting that the Geneva Conventipesifically require this activity

among the leadership of armed forces in combatodition of activist researchers
responded by closely monitoring all available messiarces for reports of violence,
attempting to distinguish civilian deaths from maity or insurgent casualties, and
aggregating the results to obtain estimates owe. ti
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The results attracted considerable attention,l®yt telied on all the factors that shape
the information that winds up in the press souresitored for reports of deaths --
factors that include, among other things, the uney@ographical distribution of
journalists in Iraq, and the greater propensitystorries to be published in cases of large-
scale violence than in the more mundane, ordinacymstances of destruction that
became so commonplace. To find out how many petipt from all causes, who

would not otherwise have died if the invasion hatitaken place, requires identifying a
representative sample of households and familrespataining very sensitive
information from them -- asking them about thelatiges, and whether any of these
relatives died during a particular period. Hemaisexcerpt from the methodology section
of a landmark study by researchers at the John&ir®@chool of Public Health and the
School of Medicine at Baghdad’s Al Mustansiriya gsity:

“As a first stage of sampling, 50 clusters weresid systematically by
Governorate with a population proportional to sipproach, on the basis
of the 2004 UNDP/Iraqi Ministry of Planning popudat estimates .... At
the second stage of sampling, the Governorate’stitoaent administrative
units were listed by population or estimated pofiute and location(s)
were selected randomly proportionate to populasiaa. The third stage
consisted of random selection of a main streetimitiie administrative
unit from a list of all main streets. A residenséileet was then randomly
selected from a list of residential streets cragsi® main street. On the
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residential street, houses were numbered andtehstasehold was
randomly selected. From this start household,e¢betproceeded to the
adjacent residence until 40 households were sudvéiya this study, a
household was defined as a unit that ate togeshdrhad a separate
entrance from the street or a separate apartméaines.

The two survey teams each consisted of two fenmradevao male
interviewers, with the field manager ... servingsapervisor. All were
medical doctors with previous survey and commumigdicine experience
and were fluent in English and Arabic. A 2-dayrinag session was held.
Decisions on sampling sites were made by the firiddager. The
interview team were given the responsibility anthatity to change to an
alternate location if they perceived the levelrsfacurity or risk to be
unacceptable. In every cluster, the numbers ofdimalds where no-one
was at home or where participation was refused wemrerded. In every
cluster, queries were made about any householdh#thbeen present
during the survey period that had ceased to egisaise all members had
died or left. Empty houses or those that refusquhtticipate were passed
over until 40 households had been interviewedlifoaations.

The survey purpose was explained to the head cfdtald or spouse, and
oral consent was obtained. Participants were adshed no unique
identifiers would be gathered. No incentives weievgled. The survey
listed current household members by sex, and askedhad lived in this
household on January 1, 2002. The interviewers dlskad about births,
deaths, and in-migration and out-migration, andficored that the
reported inflow and exit of residents explaineddiféerences in
composition between the start and end of the reeaibd. Separation of
combatant from non-combatant deaths during intervi&as not
attempted, since such information would probablgdecealed by
household informants, and to ask about this coutdnterviewers at risk.
Deaths were recorded only if the decedent had Iinglde household
continuously for 3 months before the event. Addilopprobing was done
to establish the cause and circumstances of deathe extent feasible,
taking into account family sensitivitie$®

Burnham and his colleagues estimated that betwesaohiy12003, and July, 2006, there
were more than 654 thousand “excess” Iraqgi deattisaths that would not have
happened given prevailing mortality trends priottte invasion -- and that more than 601
thousand of these deaths were due to violence.

!9 Gilbert Burnham, Riyadh Lafta, Shannon Doocy, hesl Roberts (2006). “Mortality After the 2003
Invasion of Iraq: A Cross-Sectional Cluster Sanflevey.” The LancetQOctober 11, 1-8.
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